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This paper investigates the simulation of supercritical fluids flowing inside small cooling channels. In the
context of liquid rocket engines, a strong heat flux coming from the combustion chamber (locally
/ � 80 MW/m2 for the Ariane 5 main-engine) may lead to very steep density gradients close to the wall.
These gradients have to be thermodynamically and numerically captured to really understand the mech-
anism of heat transfer from the wall to the fluid. A shock-capturing WENO numerical scheme, usually
used with the ideal gas law, was extended to real gases and applied to the simulation of an academic
channel flow configuration that uses hydrogen as fluid. Results showed very elongated ligaments in
the streamwise direction with a deep penetration in the wall-normal direction. A linear analysis was per-
formed to link the fluctuations of compressibility factor (Z0) to temperature fluctuations (T 0) in the case of
an adiabatic and isothermal wall. The usual Strong Reynolds Analogy (SRA) could not be confirmed with
real gas effects. Z fluctuations was found lower than 1%, thus becoming harder to distinguish the physical
fluctuations from the numerical error and a more refine simulation should be require to deliver a defini-
tive conclusion.

� 2015 Elsevier Ltd. All rights reserved.
1. Introduction

The ability to model and predict heat transfer of wall-bounded
compressible turbulent flows is crucial in the design and optimiza-
tion of aerospace propellants. In particular, when increasing the
thrust efficiency of future liquid rocket engines (LRE), the combus-
tion chamber must operate at very high pressures and tempera-
tures. This requires sufficient cooling to maintain the chamber
walls within acceptable temperature limits either to prevent fail-
ure or increase cycle life. For instance, the nonlinear deformation
of the combustion chamber wall has been studied by Riccius
et al. [1] under cyclic thermal and mechanical loading.
Regenerative cooling or forced convection cooling are the most
common methods used: a cryogenic fuel in a supercritical state,
typically H2, flows in small channels embedded in the chamber
walls, including the nozzle throat portion, and absorbs the heat
from the hot-gas side wall. For such configurations, experiments
over the past ten years have shown a significant thermal-load sen-
sitivity to channel size, geometry effects and fluid properties. For
example, the use of high aspect ratio (height/width) cooling chan-
nels (HARCC) [2,3] is a promising technique to reduce the near wall
combustion chamber temperature for a limited pressure drop. For
example, the effect of tube geometry on regenerative cooling per-
formance has been studied by Parris and Landrum [4], and
Pizzarelli et al. [5,6] simulated the behavior of supercritical fluids
inside heated curved channels in a RANS (Reynolds-Averaged
Navier–Stokes) context. They observed the existence of strong fluid
recirculation contrary to the straight channel case. According to the
authors, there is no large-eddy simulation (LES) of such
configuration.

The description of a turbulent flow passing through narrow
channels and experiencing a strong heat transfer involving large
compressibility effects is still a numerical challenge. Much efforts
are then required to put emphasis into the near-wall thermal
structures and their impact on the mean velocity and temperature
distributions. Based on the wall-normal vorticity contours,
Coleman et al. [7] have shown the existence of long and coherent
streaks close to the wall and under strong compressibility effects
as well as horseshoe-like (HS) structures. These latter are classical
structures for channel flow configurations and have already been
observed in sub- and super-sonic [8,9] configurations. The HS
structure is strongly three-dimensional and is a key-factor of the
heat exchange between the cold and the hot parts of flow [10].

In contrast to this very precise analysis, the engineering design
of LRE cooling systems requires correlations to predict the heat
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transfer from the burned gases to the combustion chamber wall,
and from the wall to the cooling fluid. Such a study for supercritical
hydrogen in regenerative cooling channels has been recently done
by Locke and Landrum [11]. Pioro et al. [12] have detailed similar
correlations in the context of supercritical water for fossil-fired
power plants. Finally, Cheng et al. [13] studied the heat transfer
in supercritical water cooled flow channels in the context of
nuclear power plant design.

The objective of the present paper is to study the supercritical
fluid behavior in a LRE cooling channel by using numerical compu-
tations. To achieve this objective a numerical scheme based on
WENO (Weighted Essentially Non-Oscillatory) formulation is
developed for general fluid flows, i.e. regardless the equation of
state. Indeed, such strategy may be crucial to capture the large
density gradient that may be found when studying the supercriti-
cal fluid flows [14]. Appropriated thermodynamics relations
required to deal with real gas effects are also presented in the next
section. In Section 3, the channel flow configuration is detailed and
results are analyzed. Conclusions are provided in Section 4.

2. Thermodynamics and numerical solvers

Simulating a supercritical flow requires a unified treatment of
general fluid thermodynamics, valid for the entire state of fluid
[15]. For instance, Yang and coworkers [15–19] developed and val-
idated various numerical codes able to simulate different configu-
rations: droplet vaporization, laminar diffusion flames,
supercritical fluid injection, mixing, swirl injector, etc.
Characteristics of the LES numerical code that were used in the
present study may be found in Zong and Yang [19]. Nevertheless,
it is useful to note that a preconditioning scheme is applied to sim-
ulate either sub- or super-sonic flows and that the spatial dis-
cretization is achieved with a fourth-order, central-difference
scheme (acronym 4CD) in generalized coordinates. A
dual-time-stepping integration technique [15] is used with a stan-
dard fourth-order Runge–Kutta scheme to perform the inner-loop
pseudo-time integration and a second-order backward difference
for the real-time derivative term [20]. To ensure computational
stability and to prevent numerical oscillations in regions with
steep gradients, a fourth-order scalar dissipation with a
total-variation-diminishing switch developed by Swanson and
Turkel [21] is used. This strategy may be too dissipative as it will
be shown in Section 2.2, and a WENO formulation is derived for
general fluids hereafter according to the procedure given by Jiang
and Shu [22]. Note that the WENO formulation of Martin et al.
[23] allows a dynamic balance between a quasi-full-upwind for-
mulation for steep gradients regions and a quasi-central formula-
tion in smooth regions.

2.1. WENO formulation for general fluid flow

Developing a numerical scheme for general fluid flow requires
particular attention to partial derivatives due to the numerical
stiffness caused by rapid flow property variations. The differential
form of the internal energy e ¼ eðT;qÞ may be expressed as

de ¼ @e
@T

� �
q
dT þ @e

@q

� �
T

dq ¼ CvdT þ CT dq; ð1Þ

where T and q are temperature and density, respectively. The differ-
ential form of specific enthalpy h ¼ eþ p=q is written

dh ¼ deþ dp
q
� p

q2 dq ¼ CvdT þ CT �
p
q2

� �
dqþ dp

q
; ð2Þ

where p is pressure. Introducing the differential form of tempera-
ture T ¼ Tðp;qÞ, Eq. (2) can be written
dh ¼ Cv
@T
@q

� �
p

þ CT �
p
q2

" #
dqþ Cv

@T
@p

� �
q
þ 1

q

" #
dp: ð3Þ

A similar derivation may be done to express the differential
form of the specific enthalpy as a function of temperature and
pressure. This leads to:

dh ¼ Cv þ
@q
@T

� �
p

CT �
p
q2

� �" #
dT

þ @q
@p

� �
T
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¼ CpdT þ CT 0dp: ð5Þ

Introducing Cp (Eq. (5)) into Eq. (3) leads to the differential form
of h:

dh ¼ Cp
@T
@q

� �
p
dqþ Cv

@T
@p

� �
q
þ 1

q

" #
dp; ð6Þ

¼ @h
@q

� �
p
dqþ @h

@p

� �
q
dp: ð7Þ

To capture the steep density gradients that are inherent to
supercritical flows, a WENO formulation was adopted. This proce-
dure can be applied to any system of hyperbolic conservation laws
after their transformation from physical to characteristic space
[22]. The transformation requires a special attention to partial
derivatives and thermodynamics laws. To highlight this point,
the WENO method for general fluids is described in the context
of the scalar one-dimensional advection equation,

@W
@t
þ @F
@x
¼ 0; ð8Þ

where W ¼ ½q;qu;qet�T is the conservative variables vector.

F ¼ ½qu;qu2 þ p; ðqet þ pÞu�T represents the conservative variables
flux vector. u and et are velocity (the velocity components are
fu;v ;wg) and specific total energy, respectively. Introducing the
vector of primitive variables V ¼ ½q;u;p�T into Eq. (8) leads to:

@V
@t
þ eA @V

@x
¼ 0; ð9Þ

where eA ¼ M�1AM with A ¼ BM�1. The jacobian matrices
M ¼ @W=@V and B ¼ @F=@V are expressed as,

M ¼
1 0 0
u q 0
a qu b

264
375; ð10Þ

and

B ¼
u q 0
u2 2qu 1
ua qet þ pþ qu2 ðbþ 1Þu

264
375; ð11Þ

where a ¼ @ðqetÞ=@qju;p and b ¼ @ðqetÞ=@pju;q. The total energy, et ,
may be split into a specific internal energy, e, and a kinetic energy,
ec ¼ u2=2 : et ¼ eþ ec . The matrix A is then written as,

A ¼ 1
bq

0 bq 0
qðu2 � aþ bu2Þ quð2b� 1Þ q

�uðqbet þ bp� qu2 þ qaÞ bqet þ bp� qu2 quðbþ 1Þ

264
375;
ð12Þ

leading to



Table 1
Test-cases characteristics of code validation.

Figures Type Tmin � Tmax (K) P0 (bar) U0 (m s�1)

Fig. 1(a) Slot 300–700 1 50
Fig. 1(b) Sinus 300–1100 100 50
Fig. 1(c) Slot 300–700 100 50
Fig. 1(d) Slot 170–300 70 50
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eA ¼ u q 0
0 u 1=q
0 qec2 u

264
375: ð13Þ

The modified speed of sound is given by:

qec2 ¼ qet þ p� qa
b

: ð14Þ

Eigenvalues of eA are k1 ¼ u; k2 ¼ uþ ec and k3 ¼ u� ec; left
eigenvectors are then:

V1 ¼
1
0

�1=ec2

264
375 V2 ¼

0
1

1=qec
264

375 V3 ¼
0
1

�1=qec
264

375: ð15Þ

eA may be expressed with a new set of matrices as eA ¼ P�1KP
where

P�1 ¼
1 0 �1=ec2

0 1 1=qec
0 1 1=qec

264
375; P ¼

1 q=2ec �q=2ec
0 1=2 1=2
1 qec=2 �qec=2

264
375; ð16Þ

and

K ¼
u 0 0
0 uþ ec 0
0 0 u� ec

264
375: ð17Þ

Eq. (9) is then rewritten as,

@Z

@t
þK

@Z

@x
¼ 0 with Z ¼ PV ; ð18Þ

ec must be a function of known variables. Starting from
qet ¼ qei þ qu2=2 with qei ¼ qh� p; a and b are expressed as
follow:

a ¼ @qet

@q

����
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and

b ¼ @qet

@p

����
u;q
¼ @ðqh� pþ qu2=2Þ
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����
u;q
¼ q

@h
@p

����
q
� 1: ð20Þ

The modified speed of sound, ec2 (see Eq. (14)) is then written:

ec2 ¼
�q @h

@q

� �
p

q @h
@p

� �
q
� 1

: ð21Þ

Introducing the partial derivatives from Eqs. (6) and (7) into
Eq. (21) finally leads to

ec2 ¼ � Cp

Cv

@T
@q

� �
p

@T
@p

� �
q

¼ Cp

Cv

@p
@q

� �
T

; ð22Þ

which represents the classical expression of the speed of sound for
general fluid flows.

The above relations are general and valid for any equation of
state. Then, the WENO methodology for general fluid keeps a for-
mulation similar to that derived with an ideal gas equation with
an exception for the speed of sound evaluation which must use
the results of specific real gas thermodynamics. In this study, we
used either the fifth-order WENO formulation of Jiang and Shu
[22] (acronym WENO5) or the formulation of Taylor et al. [24]
and Martin et al. [23] (WENO5-SOL) which improved the resolu-
tion of very fine flow structures. Indeed, the latter exhibited a spec-
tral behavior close to fourth-order Padé schemes and has been
tested on an homogeneous isotropic turbulence and a compress-
ible turbulent boundary layer. Its implementation has already been
successfully performed and validated by the authors on a shock
focusing phenomenon [25] and an isothermal wall-bounded chan-
nel flow simulation [10].

Aside from these numerical considerations, the LES code used
hereafter follows the recommendations of Meng and Yang [15]
for real gas thermodynamics. The Soave–Redlich–Kwong (SRK)
equation of state replaces the classical ideal gas law:

p ¼ qRT
W � bq

� a
W

q2

ðW þ bqÞ : ð23Þ

R is the universal gas constant and W the molecular weight of
the fluid mixture. The two parameters, a and b, take into account
the effect of attractive and repulsive forces among molecules,
respectively. Without species mixing, a and b are expressed as

a ¼ 0:42747
R2T2

ck

pck

ak; b ¼ 0:08664
RTck

pck

; ð24Þ

for the SRK equation of state. Tck
; pck

are the critical temperature
and pressure for species k, respectively. ak is a function depending
on species and temperature. Only the species hydrogen is consid-
ered in this study and Graboski and Dauber [26,27] propose to
use ak ¼ 1:202 expð�0:30228T=Tck

Þ. Finally, classical techniques
used to evaluate transport properties (viscosity and thermal con-
ductivity) were replaced by accurate high-pressure relations pro-
posed by Chung et al. [28], which extends the Chapman–Enskog
theory by introducing a dense-fluid correction.

2.2. WENO validation

As already stated above, the numerical code used in this study
has been largely validated. To confirm the WENO implementation,
all other things being equal, two test-cases were defined: (1) a
temperature slot defined by 10 mesh points and (2) a temperature
distribution following a quasi-sinus function expressed as
T ¼ 300þ 400� ð1þ cos½2pðx� 0:00175Þ=0:001�Þ. Both test-cases
were purely convected in a subsonic manner (see Table 1). In
Fig. 1(a), a slot of 400 K was convected at a standard pressure. As
expected, the WENO dissipation occured only for discontinuities
but still kept three mesh points to describe the plateau of the slot
in the present case. The 4CD numerical scheme exhibited a much
more dissipative behavior as the slot was spread over 23 mesh
points instead of the 17 mesh points required with the WENO for-
mulation; the slot magnitude is not preserved anymore. In Fig. 1(c)
and (d), the pressure and temperature ranges changed (see
Table 1). The previous observations were recovered for both
numerical schemes: the base of the slot was better described with
the shock-capturing numerical scheme than with the central
numerical scheme with artificial viscosity, regardless of the pres-
sure (up to 10.0 MPa) or temperature. Finally, the convection of
the sinus function (Fig. 1(b)) led to a similar behavior of the two
schemes, with the exception of the upper part of the results, which
exhibited a slight loss of magnitude for the 4CD numerical scheme.
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Fig. 1. Comparison between 4CD and WENO5 numerical scheme on temperature slot and sinus convection. The mesh has 360 points. See Table 1 for details.
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Fig. 2. Sketch of the physical domain under study.
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3. Channel flow simulation

Rocket-like cooling channels have been experimentally studied
at the DLR facility through the EH3C (Electrically Curved Cooling
Channel) test bench [29–31]. A supercritical fluid flows inside a
curved or straight channel and experiences a strong heat transfer
only coming from one side of the channel wall. The wall heat flux
(up to 20 MW/m2) is imposed by a large bloc of copper electrically
heated thus enforcing the temperature on one side of the channel
wall. The channel length is 188 mm but the inlet diameter is differ-
ent from the channel diameter. A converging section is then
required but strongly modifies the flow field. Indeed, Torres et al.
[31] have shown that a recirculation zone perturbs the first third
part of the channel at least. This configuration is then a challenge
to simulate [32] and a more academic numerical test-case deriving
from this experiment is now studied.

The target configuration (see Fig. 2) is a stream of pure hydro-
gen flowing between two walls, one exposed to an imposed hot
temperature (Tw at bottom-wall), similarly to the EH3C configura-
tion, and the other one being adiabatic (top-wall). The initial pres-
sure was set above the species critical pressure. A condition of
no-slip wall was prescribed on the z-direction and a periodic
boundary was applied for the y-direction. The bulk velocity was
umax ¼ 116 m s�1 as in the EH3C configuration leading to an inlet
Mach number close to 0.15 (or 0.07 if the wall temperature (Tw)
is considered). The channel lengths were Lx ¼ 20 mm, Ly ¼ 5 mm
and Lz ¼ 2 mm. Around 10.7 millions of cells were used on 96 pro-
cessors. The non-reflecting boundary conditions proposed by
Poinsot and Lele [33] have been applied to the outflow boundary
condition, along with the specification of a reference pressure
following the procedure given by Zong et al. [34], i.e. in conjunc-
tion with a preconditioning scheme for the conservative equations
and a dual-time-stepping integration technique [20].

Hydrogen fluid was examined and its operating conditions are
summarized in Table 2. The proposed thermal conditions ensured
a constant difference of temperature equal to 440 K between the
two walls and a compressibility factor of 0:65 and 1 at the upper
and bottom walls, respectively. The thermal conditions are
imposed through the k available ghost cells (superscript gh) of

the numerical code: Tghð1� kÞ ¼ 2Tw� TðkÞ; k ¼ 1;3. The inlet
velocity profile used in this study is a classical fully developed
channel profile: the average profile of the inlet velocity
hui ð¼ u� u0Þ and the shear stress hu0w0i are shown in Fig. 3.



Table 2
Thermodynamic conditions: critical (Pc) and initial (P0) pressures are given in bar,
critical (Tc), initial (T0) and wall (Tw) temperatures are given in Kelvin; the initial (q0)
and wall (qw) densities are given in kg m�3; the conductivity at the bottom wall (kw)
is in W/(m K).

Fluid Pc Tc P0 T0 q0 Tw qw kw

H2 12.9 33:14 40 40 46:7 480 1:98 0:27315
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Turbulence was initiated and injected through Klein’s algorithm
[35] where the correlation length was equal to four local mesh
cells. This technique was based on the use of the Reynolds tensor
and a digital filter to produce a well correlated turbulence com-
pared to a turbulence generated from white noise. The
Smagorinsky model [36] was used with the classical LES formula-
tion [19]. The turbulent Prandtl number (Prt) was set to 0.81.

3.1. Preliminary results

The friction Reynolds number, Res, is a key parameter for chan-
nel flows description. It is defined based on friction velocity, us, as

Res ¼
qwusH

lw
with us ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sw=qw

q
where sw ¼ lw

@u
@z

����
w

:

ð25Þ

Subscript w denotes the wall values. + represents the wall unit:

zþ ¼ zRes

H
; ð26Þ

where H is the channel half-width. In this study, different thermal
conditions are prescribed for the two walls leading to different val-
ues for Res. They are all summarized in Table 3 as well as the wall
heat flux (Uw). In Table 4 the normalized streamwise, spanwise
and wall-normal lengths are specified with the mesh discretization
for the top and bottom wall, in wall units. Since turbulence requires
enough space to be fully developed, the spanwise extension must
be chosen carefully. Jimenez and Moin [37] gave the following rec-
ommendations to ensure that turbulence is adequately developed:
Lþx ¼ 300 and Lþz ¼ 100 (with Lþi ¼ LiRes=H) meaning that our
domain is a priori well-dimensioned. Indeed, in the present study,
Lþx ¼ 18;000 and Lþz ¼ 1800. These values were obtained with the
lowest Res value occurring at the bottom hot wall.

This point must also be checked, a posteriori, by studying the
autocorrelation functions of representative flow field fluctuations
as pressure. Indeed real gas effects and synthetic turbulent injec-
tion may have a strong impact on the flow field. An optimal dimen-
sion is obtained when the different fluctuations become
uncorrelated before the half of the domain extension. The
two-point correlation function of any variables, a, is given by:

RaaðxÞ ¼
haðxref Þaðxref þ xÞi

haðxref Þ2i
;

where hai is the averaging in the homogeneous normal direction.
The two-point correlation functions Ru0u0 ; Rp0p0 and Rv 0v 0 , were plot-
ted in Fig. 4(a)–(c). u0 and v 0 are the x and z axis components of
the velocity fluctuations, respectively. p0 corresponds to pressure
fluctuations. Ru0u0 was plotted at the channel center because of the
presence of largest coherent structures. In Fig. 4(a)
Ru0u0=Ru0u0 ð0Þ < 20% for x=Lx � 0:3, meaning that u0 was quickly
uncorrelated. In Fig. 4(b) Rp0p0=Rp0p0 ð0Þ < 20% for x=Lx � 0:4, showing
that the influence of the turbulence inlet injection disappears when
half of the domain is reached. The spanwise two-point correlation,
Rv 0v 0 , was then considered for the second half of the channel length
only (see Fig. 4(c)). Rv 0v 0 became uncorrelated for y=Ly � j0:2j. This
channel flow configuration was then well-designed, as enough
space was left in the streamwise and spanwise directions. As a con-
sequence the subsequent results will be considered starting at 80%
of the domain, i.e. from L0x ¼ 4Lx=5 to Lx, to ensure the development
of the right channel flow turbulence. A new reference time was then
defined as T 0 ¼ L0x=Umax. The time left to establish the flow was
Testa ¼ 10T 0 ¼ 0:34 ms and the time left to collect statistics was
Tstat ¼ 20T 0 ¼ 0:68 ms.
3.2. Results

A classical channel flow profile is observed for the mean profile
of velocity (Fig. 5) and the velocity fluctuations, (Fig. 5(e)).
However, as there was a difference of temperature between the
upper and bottom walls, the maximum of fluctuation was not
located at the same distance to the wall in the physical space.
Indeed, assuming a peak location at zþ ¼ 10, the distance to the
wall was given by z ¼ zþH=Res in the physical location, i.e. closer
to the wall when Res increased. As a consequence, the peak of
velocity fluctuations were closer to the wall when located at the
top-wall than at the bottom-wall.

Defining the non-dimensional mean temperature, T�, as

T� ¼
�T � T0

Tw � T0
; ð27Þ

the partial derivative of T� with z is linked to the wall heat flux as

@T�

@z

����
w

¼ 1
Tw � T0

@ð�T � T0Þ
@z

����
w

¼ Uw

kwDT
; ð28Þ

where DT was the temperature difference between the hot wall and
the inlet fluid (DT ¼ 440 K according to Table 2). For any variable
/; �/ denotes the local averaged value. T� ¼ 1 corresponded to a fluid
temperature equal to the hot wall temperature. T� ¼ 0 corre-
sponded to a fluid temperature equal to the cold wall temperature,
i.e. the inlet temperature, as this wall had adiabatic boundary con-
ditions. In Fig. 5(c) T� was plotted with a semi-logarithmic scale
used for the reduced z-axis (z=H), highlighting the near wall heat
flux had changed due to the physical fluid properties. A quite flat
profile is noticed when z=H! 0 meaning that the heat transfer
occurred on a thick fluid layer. This point was also observed in
Fig. 6(a) where very elongated ligaments appeared in the stream-
wise direction with a deep penetration in the wall-normal direction.
The normalized root mean square temperature (TRMS=Tw) was plot-
ted in Fig. 5(d) with a semi-logarithmic scale to highlight the area of
interest. As expected, the maximum temperature fluctuations are
close to the bottom wall, where heat transfer occured between
the hot wall and the incoming fluid. At the upper adiabatic wall
(z=H ¼ 2), temperature fluctuations were almost zero. The peak of
magnitude of fluctuations was found around 5% of Tw near the wall,
then decreasing to a lower value of 3% when z=H ¼ 0:1.

In Fig. 5(c), for z=H 2 ½0:04; 0:4�; T� exhibited a single profile
that corresponded to a transition zone between the near-wall
behavior and the center-channel. This was also observed with
the compressibility factor, Z (see Fig. 5(b)), defined as

Z ¼ p
qrT

; ð29Þ

where r is the specific gas constant. This gradient is almost constant
on the whole interval. In Fig. 5(b) the compressibility factor is
almost equal to unity at the bottom wall suggesting that real gas
effects may not occur. However, in the channel core the compress-
ibility factor was away from unity and the fluid should exhibit some
real gas effects.
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Table 3
Friction Reynolds number (Res) and wall heat flux (Uw).

Fluid Resðz ¼ 0Þ Resðz ¼ 2HÞ Uw (MW/m2)

H2 900 8000 5:45
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3.3. Scatter-plots

Observations made with the previous flow field analysis may
also be understood through the scatter-plots of aerodynamic and
thermodynamic variables. Morkovin [38] proposes to link the tem-
perature and velocity fluctuations (called Strong Reynolds Analogy
(SRA)) as

T 0=T
ðc� 1ÞM2u0=u

� 1 with M ¼ u=c; ð30Þ

c is the heat capacity ratio and M is the Mach number. Eq. (30) has
been modified by many authors such as [39,40] or [41] to take into
account the non-adiabaticity of the wall:

T 0=T
ðc� 1ÞM2u0=u

� 1
að@hT0i=@hTi � 1Þ ; ð31Þ

where @hT0i=@hTi corresponds to the differential coefficient of the
mean stagnation temperature (hT0i) function of the mean static
temperature (hTi). Depending on the authors, the coefficient a has
different values:

aGaviglio ¼ 1; aRubesin ¼ 1:34 or aHuang ¼ Prt : ð32Þ

Rubesin [40] also proposed that pressure and density fluctua-
tions are related by a turbulence modelling parameter, n, as:

p0

p
¼ n

q0

q
¼ ðn� 1ÞqT 0

qT
: ð33Þ

If the fluid behaves in a polytropic manner, then n can be iden-
tified as the polytropic coefficient. Coleman et al. [7] (see also [10])
showed on a supersonic compressible channel flow with isother-
mal walls that close to the wall, temperature and density fluctua-
tions exhibited a linear correlation with n approaching zero. In the
Table 4
Characteristics lengths and mesh discretization in wall unit. Left (resp. right) part of the ta

Fluid Lþx Lþy Lþz Dxþ Dyþ Dzþ

H2 18,000 4500 1800 32 35 3:42
channel center, temperature and density fluctuations tend to be
uncorrelated, i.e. n � 1. All these studies and derivations have been
conducted with the ideal gas assumption and equation of state
(p ¼ qRT=W). However, in the present case, the compressibility
factor is different from unity and real gas effects must be consid-
ered. Indeed, the fluid flows at low temperature and high pressure
i.e. in a supercritical state (Z – 1), and then may change the usual
behavior encountered with the ideal gas assumption.

The fluctuations used for the following scatter-plots are taken at
zþ ¼ 10 and correspond to the classical location of the velocity
fluctuations peak. In Fig. 7 the near-wall behavior of the fluid
was studied through the scatter plots of normalized velocity fluc-
tuations as a function of normalized temperature fluctuations.
Near the adiabatic wall (Fig. 7(a)), we observed dispersed results
and no link between velocity and temperature fluctuations were
found; as a result the SRA cannot be confirmed. Indeed, because
of Eq. (30) a linear behavior should be observed as in the work of
Brun et al. [42] who simulated an ideal gas compressible channel
flow. However, near the hot wall (Fig. 7(b)), the hydrogen fluid
exhibited a behavior similar to those observed with ideal gas
assumptions (Z � 1). The coefficient a in Eq. (31) was close to �1
showing an energy exchange between the wall to the incoming
fluid.

In Fig. 8, the normalized density fluctuations were plotted as a
function of the normalized temperature fluctuations. A linear cor-
relation was found at the top adiabatic wall (Fig. 8(a)) similarly to
observations made by Rubesin [40] for an ideal gas. This assump-
tion can be used presently even if the fluid was experiencing a
compressibility factor of Zz¼2H ¼ 0:65 because fluctuations of Z
are null. At the bottom wall, this behavior does not hold anymore
and the q0 � T 0 relationship becomes more complex (Fig. 8(b)).
Indeed, the large heat flux coupled with the non-linear equation
of state highly modifies the relationship between the temperature
and density fluctuations. As a consequence Eq. (33) is no longer
valid and should be closer to a quadratic function.

Scatter-plots of pressure–temperature fluctuations are given in
Fig. 9. Close to the adiabatic wall, Fig. 9(a), pressure fluctuations
exhibit dispersed values difficult to analyze when function of tem-
perature fluctuations. A similar conclusion can be drawn for the
ble is computed with the values obtained at the bottom (resp. top) wall.

Lþx Lþy Lþz Dxþ Dyþ Dzþ

160,000 40,000 16,000 280 310 30
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hot wall, Fig. 9(b), suggesting a weak correlation between these
two variables. Finally, the magnitude of fluctuations was less than
1%.

In the case of supercritical conditions, the study of the com-
pressibility factor can bring additional information on Z fluctua-
tions, Z0, that can potentially be analytically predicted. Starting
from Eq. (29), Z0 are expressed as:

Z0 ¼ p
qrT

� �0
! Z0

Z
¼ p0

p
� q0

q
� T 0

T
: ð34Þ

� In the case of the adiabatic top wall, a linear correlation
between the fluctuations of density, q0, and temperature, T 0,
can be found according to Fig. 8(a): q0=q ¼ aqT 0=T . In addition,
assuming a weak linear dependency of pressure fluctuations
with temperature fluctuations as p0=p ¼ apT 0=T, Eq. (34) can be
recast as
Z0

Z0
¼ ðap � aq � 1Þ T 0

T0
¼ az

T 0

T0
; ð35Þ

with ap and aq two constant coefficients. A least square analysis
of the different scatter-plots was realized where linear correla-
tions were found for Figs. 8(a), 9(a) and 10(a). The coefficients
a of Eq. (35) are summarized in Table 5. The coefficient az that
links Z fluctuations to temperature fluctuations may be deduced
either from Eq. (35) with aEq

z ¼ ap � aq � 1, or from scatter-plots

values, aFig
z (see Fig. 10(a)). In Table 5, a very good agreement

was found. With the above decomposition of Z0, the balance
between the different fluctuations can be easily studied consid-
ering a unity reference for the temperature fluctuation. In the
present case, density fluctuations mainly contributed to Z fluctu-
ations.
To avoid the assumption on the p0 � T 0 linear dependency, the
compressibility factor may be viewed as

Z ¼ W
W � bq

� aq
RTðW þ bqÞ ; ð36Þ

when introducing Eq. (29) into Eq. (23). Using the logarithmic
differential, a new expression for Z0 was found:

Z0

Z
¼ q0

q
bq

1
W � bq

þ 1
W þ bq

� �
� 1

� �
� a0

a
þ T 0

T
; ð37Þ

with a0=a expressed as a0=a ¼ ð�0:30228T=TcÞ T 0=T ¼ AkT 0=T. As
the linear relationship between density and temperature fluctu-
ations (see Fig. 8(a)) still hold, Eq. (37) was then rearranged to

Z0

Z
¼ aq bq

1
W � bq

þ 1
W þ bq

� �
� 1

� �
þ 1� Ak

� �
T 0

T
; ð38Þ
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introducing aq. The L2-norm of the relative error between the Z
fluctuations coming from computations (i.e. Fig. 10) and Eq. (38)
was lower than 3% leading to a good approximation for Z0 with a
simple linear model.
� In the case of the isothermal bottom hot wall, the above deriva-

tion (Eq. (37)) still hold but the relation linking density and
temperature fluctuations followed a 3rd order polynomial:
q0=q¼�1:6969813r3

Tþ1:1420234r2
T�0:4372111rT�0:0230281,

with rT¼T 0=Tw. As a consequence, Z fluctuations as a function of
temperature fluctuations (Fig. 10(b)) showed a more complex
behavior than a linear evolution (Fig. 10(a)) that was close to
a polynomial profile: Z0=Zw¼�0:98140838r4

Tþ0:61594076r3
T

�0:11756574r2
T�0:00824721rTþ0:00440392.

Finally, note that the magnitude of Z fluctuations was lower
than 1%, thus becoming harder to distinguish the physical fluc-
tuations from the numerical error. A more refine simulation is
then required to further analyze this flow behavior.
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Table 5
Linear coefficients (ap;aq;aFig

z ) obtained by a least square analysis of the different
scatter-plots for the adiabatic wall. Expected value given by the equation of state
analysis: aEq

z (to compare with aFig
z ).

Species ap aq aFig
z aEq

z

H2 0:063 �1:998 1:144 1:061
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4. Conclusion

Simulating a fluid flowing in a channel configuration under
supercritical conditions and experiencing a strong heat transfer is
a numerical challenge. To achieve this objective, a WENO formula-
tion has been extended with success to real gas. The new deriva-
tion is similar to the one used with the ideal gas assumption but
with thermodynamic characteristics coming from real gas formu-
lation. Its integration into a LES code has been validated against
simple test-cases then used to simulate a channel flow configura-
tion. The sharp density gradients that are inherent to supercritical
fluid flows are well captured with the real gas WENO formulation.
The hydrogen channel flow pattern exhibits long structures with a
deep penetration in the wall-normal direction. Scatter-plots
revealed that the Strong Reynolds Analogy may not be applied
for fluids experiencing real gas effects. For the adiabatic wall a lin-
ear analysis was successfully completed to express the fluctuations
of the compressibility factor as a function of temperature fluctua-
tions. However, for the isothermal hot wall, a finer simulation is
required to yield a similar analysis even if scatter-plots shown a
clear polynomial dependency of Z0 on T 0.

A new efficient numerical tool is under development [43,44] in
order to study the wall heat transfer with a higher mesh resolution.
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